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Abstract—Reinforcement Learning has yielded promising re-
sults for Neural Architecture Search (NAS). In this paper, we
demonstrate how its performance can be improved by using
a simplified Transformer block to model the policy network.
The simplified Transformer uses a 2-stream attention-based
mechanism to model hyper-parameter dependencies while avoid-
ing layer normalization and position encoding. We posit that
this parsimonious design balances model complexity against
expressiveness, making it suitable for discovering optimal ar-
chitectures in high-dimensional search spaces with limited ex-
ploration budgets. We demonstrate how the algorithm’s per-
formance can be further improved by a) using an actor-critic
style algorithm instead of plain vanilla policy gradient and b)
ensembling Transformer blocks with shared parameters, each
block conditioned on a different auto-regressive factorization
order. Our algorithm works well as both a NAS and generic
hyper-parameter optimization (HPO) algorithm: it outperformed
most algorithms on NAS-Bench-101 [1], a public data-set for
benchmarking NAS algorithms. In particular, it outperformed
RL based methods that use alternate architectures to model
the policy network, underlining the value of using attention-
based networks in this setting. As a generic HPO algorithm,
it outperformed Random Search in discovering more accurate
multi-layer perceptron model architectures across 2 regression
tasks. We have adhered to guidelines listed in Lindauer and
Hutter [2] while designing experiments and reporting results.

Index Terms—Neural Architecture Search, Hyperparameter
optimization, Transformer, Reinforcement Learning

I. INTRODUCTION

Hyper-parameter optimization (HPO) is a key component
of the ML model development cycle. Recent work has shown
that older deep learning architectures such as the LSTM [3]
and original GAN [4] outperformed contemporary architec-
tures on benchmark tasks after being extensively tuned for
regularization and other hyper-parameters [5,6].

HPO can be framed as the optimization of an unknown, pos-
sibly stochastic, objective function mapping from the hyper-
parameter search space to a real valued scalar, the ML model’s

accuracy or any other performance metric on the validation
data-set. The search-space can extend beyond algorithm or
architecture specific elements to encompass the space of
data pre-processing and data-augmentation techniques, feature
selections, as well as choice of algorithms. This is sometimes
referred to as the CASH (Combined Algorithm Search and
Hyperparameter tuning) problem [7].

Neural Architecture Search (NAS) is a special type of HPO
problem where the focus is on algorithm driven design of
neural network architecture components or cells [8]. Here, the
search space is usually discrete and of variable dimensionality.
Deep learning architectures designed via NAS algorithms have
surpassed their hand-crafted counterparts for tasks such as
image recognition and language modeling [9,10], underlining
the practical importance of this field of research.

We present a new HPO algorithm, REINFORCE with
Masked Attention Auto-regressive Density Estimators (Re-
MAADE), that uses a Transformer like architecture [11] to
specify the policy network and employs Policy Gradient to
tune its parameters. ReMAADE works well as both a NAS and
generic HPO algorithm. For NAS, it outperforms most NAS
algorithms on NASBench-101 [1]. It is able to discover better
multi-layer perceptron models for regression tasks relative to
Random Search on the Boston Housing and Naval Propulsion
data-sets.

Our contributions can be summarized as:

• We present a 2-stream attention based architecture for
capturing dependencies between hyper-parameters. This
architecture’s parametric complexity is invariant to the
dimensionality of the search-space, yet the architecture
is expressive enough to capture long range dependencies.

• We present an actor-critic style algorithm for stabilizing
training and improving performance. This approach is
useful in low computational budget settings.



• We also investigate the effect of ensembling models with
shared parameters, each conditioned on a different auto-
regressive factorization order. We posit that this approach
can be useful in large computational budget settings for
discovering optimal architectures.

II. RELATED WORK

HPO algorithms can be categorized under Bayesian Opti-
mization, evolutionary learning, and gradient based methods,
with random search widely regarded as a competitive base-
line [12,13].

In methods based on Bayesian optimization [14]–[17], the
function mapping from the hyper-parameter search space to the
validation score is modelled as a Gaussian Process (GP) [18].
This permits easy computation of the posterior distribution of
the validation error for a new architecture. The performance
of the method hinges on designing an appropriate kernel
function for the GP and an acquisition function for fetching the
next set of architectures for evaluation. A limitation of these
approaches is that performance degrades in high-dimensional
search spaces, because larger samples are required to update
the posterior distribution [19].

In evolutionary learning models, inspired by genetic evo-
lution, the architectures are modelled as gene strings. The
search proceeds by mutating and combining strings so as to
hone in on promising architectures [20]–[22]. Gradient based
methods specify the objective function as a parametric model
and proceed to optimize it with respect to the hyper-parameters
via gradient-descent [9,23,24].

Model free RL based techniques [10,25]–[28] specify a
policy network that learns to output desirable architectures.
Search proceeds by training the policy network using Q-
learning or policy gradient. These techniques are flexible in
that they can search over variable length architectures, and
have shown very promising results for neural architecture
search.

NAS was initially formulated as a Reinforcement Learning
(RL) problem, where a policy network was trained to sample
more efficient architectures [25]. In [10], a cell-based search
in a search space of 13 operations is performed to find
reduction and normal cells. These cells are then stacked to
form larger networks. In [26], the authors use Q-learning to
discover promising architectures. Using a similar approach,
[29] performs NAS by sampling blocks of operations instead
of cells, which can then be stacked to form networks.

DARTS [30] deploys gradient-based search based on a
continuous relaxation of an otherwise non-differentiable search
space to discover high quality architectures. [31]–[34] improve
on this by using regularization to bridge the gap between
validation and test scores.

Evolutionary learning algorithms have been applied to NAS
as well. [21,35] discover high quality architectures for image
classification using evolutionary learning techniques.

III. PRELIMINARIES

Let the search space comprise N hyper-parameters, indexed
by i ∈ {1, . . . , N}. RL methods based on policy gradient

Keyword Description
NAS Neural Architecture Search
ReMAADE REINFORCE and Masked Attention Auto-Regressive Density Estimators
BANANAS Bayesian Optimization with Neural Architectures for Neural Architecture Search
GP Gaussian Process
MADE Masked Autoregressive Density Estimator
MAADE Masked Attention Autoregressive Density Estimator
NADE Neural Autoregressive Density
PPO Proximal Policy Optimization
NASBOT Neural Architecture Search with Bayesian Optimization and optimal Transport
MCTS Monte Carlo Tree Search

TABLE I: List of abbreviations

[10,25] specify a policy network, parametrized by θ, to learn
a desired probability distribution over values of the hyperpa-
rameters, P (a1, a2, . . . , aN ; θ), where ai denotes the value of
the ith hyper-parameter.

We set up the training regime such that the policy network
learns to assign higher probabilities to those sequences of
hyperparameter values (henceforth, referred to as strings)
that yield a higher accuracy on the cross-validation dataset.
Accordingly, we maximize

J(θ) = Ea1:N∼P (a1:N ;θ)(f(a1:N )− b) (1)

where f : H → R is an unknown function that maps strings
from the hyperparameter search space to the ML model’s
accuracy on the validation dataset. b is a baseline function
to reduce the variance of the estimate of the gradient of (1).

We optimize the objective via gradient ascent where the
gradient can be estimated using Reinforce [36]:

∇J(θ) ≈ 1

m

m∑
k=1

∇θ logP (ak1:n; θ)[f(ak1:n)− b] (2)

where ak1:n ∼ P (a1:N ; θ). f(a1:N ) − b is referred to as the
advantage function, denoted by A(a1:N ).

The optimization procedure alternates between two steps
until we exhaust the exploration budget:

1) sample a batch of action strings based on the current
state of the policy network and fetch the corresponding
rewards from the environment

2) update the policy network’s parameters using policy
gradient

The exploration budget can be quantified in units of com-
putation such as number of GPU/TPU hours for training
architectures or, alternately, as the number of times the policy
network can query the environment to fetch the architecture’s
score. In case of the latter, it is assumed that all architectures
consume identical compute for getting trained.

IV. AUTOREGRESSIVE MODELS FOR DENSITY
ESTIMATION

The policy network can be set up as an auto-regressive
model, an approach that has been successfully applied to
language models [37,38], generative models of images [39]–
[41] and speech [42].

P (a1:N ; θ) =

N∏
i=1

P (ai|a1:i−1; θ) (3)



The choice of a parametric architecture for modelling terms
in (3) becomes crucial as it needs to balance expressiveness
against model complexity. The former is important to learn
dependencies between hyper-parameters over increasing string
lengths, while the latter needs to be economized for discover-
ing optimal strings within an exploration budget. RNN based
networks struggle to learn adequate context representations
over longer sequence lengths because of the vanishing gra-
dient/exploding gradient problem [43]. On the other hand, the
parametric complexity of masked multi-layer perceptron based
models, such as MADE [44] and NADE [45], increases with
string length N (table II).

A. Masked Attention Autoregressive Density Estimators
(MAADE)

Fig. 1: Overall architecture layout

To strike a balance between expressiveness and complexity
in designing the policy network, we propose the Masked
Attention Autoregressive Density Estimation (MAADE) archi-
tecture, comprising three layers:

1) Embedding layer maps hyper-parameters and hyper-
parameter values to a d dimensional vector space

2) Context Representation layer models dependencies
between hyper-parameters as specified by the auto-
regressive factorization

3) Density Estimation Layer computes the probability
density for a string

1) Embedding Layer: Let qi ∈ Rd,∀i = 1, · · · , N , be
query vectors for each of the N hyper-parameters. We also
maintain value vectors for the values that each hyper-parameter
can take. We assume without loss of generality that all hyper-
parameters assume categorical values in the same space and
dimensionality D. We therefore share the embedding layer
V ∈ Rd×D across hyper-parameters. Given the value of the ith

hyper-parameter, ai ∈ {1, · · · , D}, the corresponding value
vector is V:,ai ∈ Rd which we denote as vi with slight abuse
of notation. Note that this framework can easily be extended
to deal with hyper-parameters operating in different spaces as
well, such that we maintain a separate embedding layer for
each hyper-parameter family.

2) Context Representation Layer: This layer produces d
dimensional contextual vectors, hi ∈ Rd for each hyper-
parameter as a function of the hyper-parameter being predicted
and previously seen hyper-parameters:

hi ← Hθ(qi, q1:i−1, v1:i−1) (4)

Inspired by XLNet [46], we use a two-stream masked atten-
tion based architecture comprising query and key vectors to
compose Hθ. A notable departure from XLNet is that since we
are not predicting probabilities for a position but for a given
hyper-parameter, we let the query vector of the target hyper-
parameter attend to preceding key vectors. Each key vector
attends to preceding key vectors as well as itself.

Fig. 2: 2-stream attention

Stream 1 is initialized as q(0)i ← qi stream 2 is initialized
as k(0)i ← vi + qi. Then we update the streams as:

q
(m+1)
i ← Tran(qmi , k

(m)
1:i−1) (5)

k
(m+1)
i ← Tran(kmi , k

(m)
1:i ) (6)

where Tran is the transformer block referred in Figure 3.
Finally, we get the contextual representations as: hi ← q

(M)
i

To specify the Simplified Transformer block, we use a
simplified version of Transformer [11]. In the attention layer,
we eschew dot production attention in favour of additive atten-
tion [47] to model interactions between query and key/value
vectors as it was found to marginally improve the policy



network’s performance. We also found the policy network’s
performance to deteriorate when M > 2, obviating the need
for both residual connections and layer-normalization. Finally,
we do away with positional encoding since the sequence in
which preceding hyper-parameters in the auto-regressive order
were encountered doesn’t matter.

Fig. 3: Simplified Transformer block

We provide details of the computation steps in the Simpli-
fied Transformer block:

q
(m+1)
i ← PosFF (q

(m)
i +

Masked Attention(Q = q
(m)
i ,KV = k

(m)
1:i−1))

∀i = 1, ..., n (7)

k
(m+1)
i ← PosFF (k

(m)
i +

Masked Attention(Q = k
(m)
i ,KV = k

(m)
1:i ))

∀i = 1, ..., n (8)

where Masked Attention is the additive attention operation,
and PosFF, the position-wise feed-forward operation with relu
non-linearity replaced by tanh:

PosFF (x) =W2(tanh(W1x+ b1)) + b2 (9)

Note that both the streams share parameters of the masked
attention and feed-forward operations.

3) Density Estimation Layer: : In this layer, we pass
the context representations through an affine transformation
specific to the target hyper-parameter followed by a softmax,

P (ai|a1:i−1; θ) =
exp(hTaiW

i
ai + biai)∑

j exp(h
T
j W

i
j + bij)

(10)

Complexity A key advantage of attention-based networks is
that model complexity of the context representation layer
doesn’t change with string length N . This is crucial for the
NAS problem where the policy network needs to discover the

best architecture within a limited exploration budget.
Table II defines the parametric complexity of each architecture.

Architecture Complexity of Context Representation layer
MAADE O(d2)
NADE O(Nd2)
MADE O(N2d2)
LSTM based controller O(d2)

TABLE II: Parametric Complexity

V. TRAINING

For training the policy network, we can optimize either (1)
or a PPO [48] objective as follows:

J ′(θ) = Ea1:N∼P (a1:N ;θ)[A(a1:N )min(r(a1:N ; θ, θ′),

clip(r(a1:N ; θ, θ′), 1− ε, 1 + ε))] (11)

where,

r(a1:N ; θ, θ′) =
P (a1:N ; θ)

P (a1:N ; θ′)
(12)

An unbiased estimate of the gradient of (11) is:

∇J ′(θ) ≈ 1

m

m∑
k=1

∇θ[A(ak1:n)min(r(ak1:n; θ, θ′),

clip(r(ak1:n; θ, θ
′), 1− ε, 1 + ε)] (13)

where ak1:N ∼ P (a1:N ; θ). We update the policy network
parameters via gradient ascent:

θ ← θ + α∇J ′(θ) (14)

ε, B constitute ReMAADE’s hyper-parameters, which, along
with the learning rate, α, can be tuned via cross-validation.
or the term in (1). We can optionally add an entropy term
to the objective to encourage exploration if we have a large
exploration budget [49].

A. ReMAADE algorithm

We now describe the REINFORCE with Masked Attention
Auto-regressive Density Estimators (ReMAADE) algorithm.
Inputs:
• Search space of architectures : H
• Environment function that maps an architecture from the

search-space to the corresponding validation accuracy :
f : a1:N ∈ H → R

• Exploration budget: E
• ReMAADE hyperparameters: B,S, α, ε where B is the

batch-size, S is the set size of auto-regressive orderings
to sample from, α is the learning rate, ε is the PPO co-
efficient.

• MAADE hyperparameters: d,M where d is the embed-
ding dimension for the transformer block and M is the
number of transformer blocks stacked.

The algorithm is described as follows:



Algorithm Source Test Error (in %) Std-Deviation (in %)
TPE Bergstra et al. [16] 6.43 0.16

BOHB Falkner et al. [15] 6.40 0.12
Random Search Bergstra et al. [12] 6.36 0.12

NASBOT Kandasamy et al. [14] 6.35 0.10
Alpha X Wang et al. [28] 6.31 0.13

Reg Evolution Real et al. [21] 6.20 0.13
ReMAADE Ours 6.16 0.25

ReACTS Ours 6.13 0.25
BANANAS White et al. [17] 5.77 0.31

TABLE III: Performance of different search algorithms on NASBench-101 for short term run

Algorithm 1 ReMAADE
1: e← 0
2: f(a∗)← −∞
3: Initialize policy network and θ
4: while e < E do
5: Sample B valid hyper-parameter strings,
{a11:N , · · · , aB1:N}, using the policy network

6: Fetch corresponding rewards, {f(a11:N ), · · · , f(aB1:N )}
7: a∗ ← argmax(f(a∗), {f(a11:N ), · · · , f(aB1:N )})
8: Update θ as θ ← θ + α∇J ′(θ)
9: e← e+B

10: end while
11: Return best architecture found a∗

VI. REACTS: REDUCING VARIANCE USING A CRITIC

Equation (2) provides an unbiased but high variance es-
timate of the gradient. The variance can be reduced by
recourse to actor-critic algorithms [50,51]. We adopt a similar
procedure, as follows. Define the value function as:

Vθ(a≤i) = Eai+1:N∼P (ai+1:N |a≤i;θ)[f(a1:N )] (15)

In other words, the value function is the expected reward if
we sample actions given the first i actions, a1, a2, . . . , ai.
We can use Monte-Carlo policy evaluation to obtain an un-
biased estimate of the value function. However, that would
require us to query the environment further. Instead we take
recourse to a simulator to estimate the value function as:

V̂θ(a≤i) =
1

L

L∑
l=1

Sφ(a≤i, a
l
>i|a≤i) ≈ Vθ(a≤i) (16)

where al>i|a≤i ∼ P (ai+1:N |a≤i; θ). Sφ is a simulator, such
as the meta-network in BANANAS [17], that predicts the
validation set reward associated with an architecture.
Then, an unbiased, lower variance (relative to equation (2))
estimate of ∇J(θ) can be computed as:

∇J(θ) ≈ 1

B

B∑
k=1

N∑
i=1

∇θlogP (aki |ak<i; θ)[f(ak1:N )− V̂θ(ak<i)]

(17)

where ak1:N ∼ P (a1:N ; θ). Search for the optimal architecture
proceeds in discrete steps. At a given step t, we sample B
valid architectures using the policy network and fetch the
corresponding rewards by querying the environment. Let the
assembled data-set be denoted by

Bθt := {(f(a11:N ), a11:N ; θt), . . . (f(aB1:N ), aB1:N ; θt)} (18)

We update φ such that it can predict rewards for architec-
tures drawn from the policy network at step t:

φ = argmax(Ea1:N∼P (a1:N ;θt)[−loss(Sφ, f(a1:N ))]) (19)

To make use of samples accumulated from earlier states of
the policy network,{Bθ0 , Bθ1 , . . . , Bθt} we need to adjust for
co-variate shift [52]. Accordingly, we update φ as:

φ = argmax(Ea1:N∼P (a1:N ;θ0:t)[−loss(Sφ; f(a1:N ))

(t+ 1)P (a1:N ; θt)

P (a1:N ; θ0:t)
]) (20)

The policy network’s state is then updated using equation (17).

A. ReACTS Algorithm

We now have the machinery to describe ReACTS.

Algorithm 2 ReACTS

1: f(a∗)← −∞
2: Initialize policy network parameters, θ0

3: for t = 0 . . . T do
4: Sample B valid hyper-parameter strings using policy

network, Fetch corresponding rewards to assemble Bθt
5: a∗ ← argmax(f(a∗), {f(a11:N ), · · · , f(aB1:N )})
6: Compute φt using {Bθ0 , Bθ1 , . . . , Bθt}, equation (20)
7: θt+1 ← ProcedureII(Bθt , φ

t)
8: end for
9: Return best architecture found a∗



Algorithm 3 ProcedureII

1: Inputs: Bθt , S(φt), P (a1:N ; θt)
2: for k = 1, . . . , B do
3: for i = 1, . . . , N do
4: Compute V̂θ(ak≤i) as per equation (16)
5: end for
6: end for
7: Compute ∇J(θt) as per equation (17)
8: θt+1 ← θt + α∇J(θt)
9: Return θt+1

The ReACTS algorithm should outperform naive policy
gradient-based methods if we have recourse to a good simula-
tor. The Actor-Critic formula in equation (17) fully exploits the
Markovian nature of the implicit MDP of the policy network.
Further, the transition dynamics are deterministic, eliminating
another source of variance. Therefore, we expect this way of
computing the gradient to reduce the variance of the gradient
estimate and stabilize the training regime.

VII. RESULTS ON NASBENCH-101

NASBench-101 search space The NASBench-101
dataset [46] is a public architecture dataset to facilitate
NAS research and compare NAS algorithms. The search
space comprises the elements of small-feed forward structures
called cells. These cells are assembled together in a
predefined manner to form an overall convolutional neural
network architecture that is trained on the CIFAR-10 dataset.

A cell comprises 7 nodes, of which the first node is the input
node and the last node is the output. The remaining 5 nodes
need to be assigned one of 3 operations: 1x1 convolution,
3x3 convolution, or 3x3 max pooling. The nodes then need to
be connected to form a valid directed acyclic graph (DAG).
The NAS algorithm therefore needs to specify the operations
for each of the 5 nodes, and then specify the edges to form a
valid DAG. To limit the search space, NASBench-101 imposes
additional constraints: the total number of edges cannot exceed
9, and there needs to be a path from the input node to the
output node. This results in 423K valid and unique ways to
specify a cell. NASBench-101 has pre-computed the validation
and test errors for all the neural network architectures that can
be designed from these 423K cell configurations.

To benchmark ReMAADE on NASBench-101, we inves-
tigate short term performance (exploration budget of 150
architectures). We include random search [13], which is re-
garded as a competitive baseline, regularized evolution [21],
and AlphaX, an RL algorithm that uses MCTS [28]. We
also compare with several algorithms based on Bayesian op-
timization with GP priors: BOHB [53], tree-structured Parzen
estimator (TPE) [16], BANANAS [17], and NASBOT [14].
For all NAS algorithms, during a trial, we track the best
random validation error achieved after t explorations and the
corresponding random test error. We report metrics averaged
over 500 trials for each NAS algorithm. For ReMAADE, in

all experiments, we set M = 1, ε = 0.1, and used ADAM [54]
for updating θ.

Short Term Performance
NAS algorithms need to discover good architectures within

150 explorations to be of practical use. In this setting,
(table III), ReMAADE outperforms all algorithms with the
exception of BANANAS. For ReMAADE, we set α = 1e −
2, d = 36, S = 1, B = 30.

A. Ablation studies

Algorithm Test Error (in %)
Random Search 6.36 +-0.12
Plain vanilla REINFORCE 6.26 +- 0.22
REINFORCE with MADE 6.25 +- 0.22
ReMAADE w/o PPO 6.16 +- 0.25
ReACTS w/o PPO 6.13 +- 0.25

TABLE IV: Ablation Study

We perform an ablation study to understand the importance
of the autoregressive component and MAADE in designing
the context representation layer. We can use REINFORCE
without an autoregressive model, which we call plain vanilla
REINFORCE. In other words, we assume that all actions are
independent:

P (a1, a2, ...., aN ; θ) =
∏
i

P (ai) (21)

This amounts to updating only the bias terms in (10) using
policy gradient, and yields a baseline test set error of 6.26%.
Interestingly, using MADE [44] to design the autoregressive
model failed to improve upon plain vanilla REINFORCE,
underscoring the importance of MAADE in capturing auto-
regressive dependencies. Using ReACTS marginally improved
performance relative to ReMAADE (table IV).

B. Effect of auto-regressive ordering ensembles

Autoregressive density estimation models struggle with
terms in (3) with i >> 1 since they use a fixed capacity in
the context representation layer. This can be mitigated to some
extent by picking an autoregressive factorization order that
exploits spatial-temporal dependencies using an appropriate
architecture. For instance, in generative modelling of images,
the raster scan ordering is preferred as it is able to capture
spatial dependencies in the immediate neighborhood [39].

In case of neural architecture search, however, it is not clear,
a priori, what autoregressive order to fix. Therefore, training
an ensemble of models, each with a different autoregressive
factorization order, with parameters shared across all models,
can potentially improve performance as shown in [45,46]. To
do so, we explicitly condition the density on the autoregressive
factorization order and share the policy network’s parameters
across orders.

Accordingly, we set up the following framework: Let ZN !

denote the set of all possible permutations of length N index



sequences. Let Zs ⊆ ZN ! with set size S. Let zs,t denote
the tth element of a permutation zS ∈ ZS . We then define the
joint probability over the autoregressive factorization order and
action string, (zs, a1:N ), as:

P (zs, a1:N ; θ) =
1

S

N∏
i=1

P (azs,i |azs,1:i−1 ; θ) (22)

To sample from this distribution, we sample a permutation
uniformly at random from Zs. We then fix the autoregressive
factorization order based on the sampled permutation and
sample the action string based on the MAADE architecture.

Accordingly, we maximize the following PPO objective:

J ′(θ) = Ezs,a1:N∼P (zs,a1:N ;θ,θ′)[A(a1:N )

min(r(zs, a1:N ; θ, θ′), clip(r(zs, a1:N ; θ, θ′), 1− ε, 1 + ε))]
(23)

where,

r(zs, a1:N ; θ, θ′) =
P (zs, a1:N ; θ)

P (zs, a1:N ; θ′)
(24)

Training proceeds as per the ReMAADE algorithm. We
expect that higher values of S will lead to improved per-
formance as we increase the exploration budget. Also note
that in the limit when S = N ! , the training objective is
identical to the bidirectional training objective in [46]. We
empirically validated this and found performance to improve
as the number of orderings was increased to 4 and then
deteriorate before asymptotically improving again, when given
an exploration budget of 3,200 architectures on NAS-Bench
101 (ref Table V).

S Test Error(in %)
1 5.95 +- 0.18

2 5.94 +- 0.19

4 5.91 +- 0.19

6 5.92 +- 0.19

8 5.93 +- 0.19

16 5.92 +- 0.19

256 5.92 +- 0.19

TABLE V: Effects of autoregressive factorization order en-
sembling

VIII. RESULTS FOR HYPER-PARAMETER OPTIMIZATION

We evaluate the performance of ReMAADE in optimizing
the hyper-parameters of a Multi-Layer Perceptron (MLP).
The MLP model is trained on two real-world datasets for a
regression task.

1) Boston Housing [55]: This data-set consists of 506
samples, each sample made of 13 scaled input variables
and a scalar regression output, the housing price.

2) Naval propulsion plants [56]: The data-set consists of
11,934 samples, each sample made of 16 scaled input
variables and a scalar regression output variable (turbine
degradation coefficient).

ReMAADE is bench-marked against Random Search and
TPE [57]. Each hyper-parameter optimization algorithm is
given a budget of 100 model explorations per trial, and the
Root Mean Square Error (RMSE) obtained on the test-set is
reported at the end of the trial. The 3 HPO algorithms are
evaluated on RMSE averaged over 100 trials.

A. Case Study I: Boston Housing

In this case-study, we train an MLP model on the Boston
Housing data-set to predict house-prices. The MLP model
has 10 hyper-parameters, including learning rate, l1 and l2
regularization, size of the hidden layer, number of iterations
and choice of activation function. All 3 algorithms performed
identically for this data-set and search space (Figure 4).

B. Case Study II: Naval propulsion plants [56]

In the second case study, we consider the task of improving
condition based maintenance of naval propulsion plants. The
data is generated using numerical simulator of a naval vessel
which is characterized by a Gas Turbine (GT) propulsion plant.
We trained a MLP model on this data-set with 10 hyper-
parameters, including learning rate l1 and l2 penalties, size
of hidden layer, number of iterations, activation function. In
this setting, ReMAADE clearly outperforms Random Search
and is competitive with TPE (Figure 5).

C. Importance of Various Hyperparameters

We find that Boston housing dataset with numerical fea-
tures gave RMSE of about 14.102 while Naval Propulsion
dataset gave 1.98 as RMSE with numerical features. Other
search algorithms shown as baselines performed worse than
ReMAADE, highlighting the use of Reinforced and masked
attention auto-regressive ordering.

Among other algorithms which are shown in Table III, we
compared our results with Random and TPE(Tree-structured

Fig. 4: Benchmarking on the Boston Dataset



Fig. 5: Benchmarking on the Naval Dataset

Parzen Estimator) we got performance boost of 3.48% in
RMSE for Boston Housing dataset and nearly 10% im-
provement in RMSE for Naval Propulsion dataset. Finally,
we also observe that leveraging attention mechanism with
auto-regressive ordering across different metadata helps the
algorithm improve performance.

IX. FUTURE WORK

We conclude that attention based auto-regressive models
combined with policy gradient can be used as an effective
hyper-parameter optimization problem. We need to further in-
vestigate the impact of conditioning on and ensembling across
multiple autoregressive factorization orders on performance
given large computational budgets. We also plan to investigate
the performance of ReMAADE on other neural architecture
search spaces such as DARTS [30]. Another interesting line
of work would be to use deep generative graph models with
Policy Gradient [58] to discover optimal NAS architectures.
To model the graph context and capture node dependencies,
we plan to investigate attention based mechanisms as was done
in this paper.
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APPENDIX

In order for better evaluation and reproduction of our
research we address all the items in the checklist as mentioned
in Lindauer and Hutter [2].

• Code for the training pipeline used to evaluate the final
architectures We used the search space of the architec-
tures reported in NASBench-101 and thus the accuracy
for all the architectures were precomputed. We have
published code to train the policy network for ReMAADE
algorithm, we also provide code for how different NAS
algortihms were evaluated.

• Code for the search space The publicly available
NASBench-101 dataset search space was used.

• Hyperparameters used for the final evaluation pipeline,
as well as random seeds The hyperparameters were left
unchanged.

• For all NAS methods you compare, did you use exactly
the same NAS benchmark, including the same dataset,
search space, and code for training the architectures
and hyperparameters for that code? Yes, as NASBench-
101 was used for evaluation, the search space was fixed
accordingly. All the different NAS methods we surveyed
were evaluated against the same NASBench-101 dataset.

• Did you control for confounding factors?Yes, all the
experiments across all NAS algorithms were on on the
same NASBench-101 framework.

• Did you run ablation studies? Yes, the results for the
ablation studies have been outlined in the paper.

• Did you use the same evaluation protocol for the methods
being compared? Yes, the same evaluation protocol was
used.

• Did you compare performance over time? Yes, the per-
formance was evaluated both in the short term and
the medium term with an exploration budget of 150
architectures in the short term and an exploration budget
of 3200 architectures in the medium-term..

• Did you compare to random search? Yes.
• Did you perform multiple runs of your experiments and

report seeds? Yes, we ran 500 trials of each experiment,
with a different seed for each trial on NASBench-101.
These results are completely reproducible.

• Did you use tabular or surrogate benchmarks for indepth
evaluations Yes, all our experiments were evaluated
against the NASBench-101 dataset.

• Did you report how you tuned hyperparameters, and what
time and resources this required? We explored certain
ranges of hyper-parameters get the best performance.
These have been mentioned in the paper.

• Did you report the time for the entire end-to-end NAS
method? Since all our experiments were run against
the NASBench-101 framework for which we had pre-
computed results, we were able to test the architectures
generated by our network without training them from
scratch.

• Did you report all details of your experimental setup?

Yes, all the details for the experimental setup have been
reported.
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